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Abstract

In this work, we provide a novel method using directional information as a measure to evaluate the quality of audio stimulus
by directly measuring the EEG response of human test subjects. In particular, we consider the information flow between EEG
sensors analogous to a multiple access channel (MAC) with feedback where several senders transmit to only one receiver. We
conduct experiments wherein the EEG activity of subjects is recorded as they listen to audio with time-varying audio-quality
between two different levels. Different types of directed information measures are then used to measure the causal information
flow between EEG sensors, which are grouped into different regions of interest over the cortex. Further, we establish an analytical
relationship between the different existing directional measures and derive a new directed information measure based on the cutset
bound for the MAC with feedback. The results compare how well these measures are able to successfully distinguish between
the perceived audio quality.

I. INTRODUCTION

In the current testing standard for subjective audio quality assessment, subjects assign a single quality-rating score to each
test sequence. This methodology suffers from cultural and environmental bias in the testing conditions. By using EEG we
can directly record the subjects brain responses which depend only on the change in audio quality. Because of these reasons,
there has been a growing interest in using EEG to classify human perception of audio [1], [2] and visual [3]–[5] quality. Our
approach here differs from previous studies in that we use directional information to examine the causal relationship between
EEG data in response to audio stimulus. Information theory (IT) provides a stochastic framework which is well suited to
characterize and model neural response [6], [7], however this is the first time such a model has been applied to study audio
quality perception. Our goal here is to investigate the information flow over the cortical network and study the connectivity
between different areas of the brain using directional information, to better understand how the brain perceives and responds
to changes in audio quality.

II. METHOD

We conduct experiments wherein the EEG activity of subjects was recorded as they listened to audio with time-varying quality.
The audio quality varied between two different levels ‘high’ quality and ‘distorted’ quality. All stimulus test-sequences were
created from three fundamentally different base-sequences sampled at a ‘high’ quality of 44.1 kHz, with a precision of 16 bits
per sample. The ‘distorted’ quality was obtained by adding one of the following two types of distortion - frequency truncation
and scalar quantification. Multiple of such trials were conducted for each subject by choosing all possible combinations of
sequences, distortion types, and time-varying patterns. Fig. 1(a) shows the EEG sensors grouped into eight regions of interest
(ROI) covering the different cortical regions of the brain. In our work here, we consider the transmission of information
over the cortical network to be analogous to a multiple access channel (MAC) with feedback, where several senders transmit
information to only one receiver node via a MAC. Additionally, the MAC has a feedback link so the users see the previous
outputs of the channel and can use these to choose subsequent channel inputs. Kramer [8] showed that the capacity region for
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Fig. 1: (a). The EEG electrodes grouped into eight regions of interest (ROI). The grouping scheme efficiently covers the different cortical regions (lobes)
of the brain. (b). Information transfer over the ROIs is considered equivalent to a MAC with feedback. In the figure shown above, A is the receiver (output),
B is the sender (input), C and D are the side information (inputs) available at the receiver.
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a MAC with feedback can be bounded using Massey’s directed information (DI) [9] in a form similar to the standard cutset
bound for the no-feedback case. For the discrete memoryless case as shown in Fig. 1(b) the bound is given by

R ≤ 1

N
DI(XN → Y N ||ZN ) =

1

N

N∑
n=1

I(Xn;Yn|Y n−1Zn−1), (1)

where X,Y and Z are N length random processes, whose probability distributions satisfy the following,

p(xn, yn|xn−1yn−1zn−1) = p(xn|xn−1zn−1) · p(yn|yn−1zn−1). (2)

This serves as the motivation for our new measure wherein we use Kullback-Leibler divergence to calculate the extent of
conditional independence of X and Y using (2). We define the new measure as the deviation of the observed data from the
product of conditionally independent probability distributions when there is feedback, i.e,

DInew(XN → Y N ||ZN ) =

N∑
n=1

E
[
log

p(xn, yn|xn−1yn−1zn−1)

p(yn|yn−1zn−1)p(xn|xn−1zn−1)

]

=

N∑
n=1

E
[
log

p(yn|xny
n−1xn−1zn−1)p(xn|yn−1xn−1zn−1)

p(yn|yn−1zn−1)p(xn|xn−1zn−1)

]
. (3)

III. RESULTS

To examine the effectiveness of our approach, the new directional measure was applied to the collected experimental EEG
data. Fig. 2 plots DInew (3) calculated between four different ROIs for EEG data extracted from all 10 subjects across all audio
trials with different combinations of test sequence and distortion types. The plot shows the directed information calculated
separately for both the music qualities for a whole second of EEG trial data. The results indicate a notable difference between
the amount of information flow for high and distorted audio. In particular, there appears to be a higher amount of information
flow between the cortical regions when the subject is listening to distorted quality audio. This strongly indicates an increase in
brain activity when the the subjects are listening to distorted audio, most likely as a result of concentrating harder and paying
increased attention to identify the drop in audio quality.
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Fig. 2: DInew results showing the difference in the amount of information flow between high and distorted quality audio, calculated between the temporal
lobes (auditory cortex), the pre-frontal cortex and the occipital lobe.
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